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Abstract— The Internet contains a vast amount of data that is 

growing exponentially. To exploit this data, a Web information 

retrieval system and a categorization of internet content based on 

the classification of web pages are essential. Web page 

classification has many applications, among them the construction 

of web directories and the building of focused crawlers. In this 

paper, we present the characteristics of web page classification, we 

produce a literature review by summarizing and evaluating all 

sources related to web page classification crawled automatically 

from ScienceDirect and Springer websites, we review the different 

machine learning algorithms used to categorize web pages. Finally, 

we track the underlying assumptions behind the studied methods. 

Index Terms— Machine Learning; Web Mining; Web page 

classification, Survey 

 

I.  INTRODUCTION  

 

The exponential growth of the number of web pages on the 

internet makes the extraction and the organization of data an 

impossible task for internet users. Despite the existing search 

engines, users are confronted with a vast number of suggestions 

within a keyword search. To solve this problem, web page 

classification and its applications are used.  

Web pages are characterized by their representation in semi-

structured documents in HTML, their noisy contents and their 

links with other web pages by hyperlinks or by query results. 

In this paper, we have collected the latest methods to inform 

future classifier implementations. We provide an overview of 

the existing machine learning algorithms used for web page 

classification and a review of the available and known work for 

each of them. We produce a literature review. We track some 

assumptions from the studied methods, and we compare them 

based on some characteristics. 

The rest of this article is organized as follows: the 

background of Web classification and related work are 

introduced in Section 2; literature review is summarized in 

section 3; machine learning algorithms used for web page 

classification are reviewed in section 4, we then point out some 

interesting directions and conclude the article in Section 5. 

II. WEB PAGE CLASSIFICATION 

A. Definition of Web Page Classification 

Web page classification, also known as a web page 

categorization, may be defined as the task of determining 

whether a web page belongs to a category or categories.  

Choi and Yao [1] gave a formal definition as bellow:            

“Let 𝐶 = {𝑐1, … … , 𝑐𝑘} be a set of predefined categories,         

 𝐷 = {𝑑1, … … , 𝑑𝑁} be a set of web pages to be classified, and 

A = D x C be a decision matrix as described in TABLE I.  

Where, each entry 𝑎𝑖𝑗  (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝐾) represents 

whether web page di belongs to category cj or not. Each 

𝑎𝑖𝑗 𝜖 {0,1}  where 1 indicates web page di belongs to category 

cj, and 0 for not belonging. A web page can belong to more than 

one category. The task of web page classification is to 

approximate the unknown assignment function 𝑓: 𝐷 × 𝐶 →
{0,1} using a learned function 𝑓′: 𝐷 × 𝐶 → {0,1}, called a 

classifier, a model, or a hypothesis, such that 𝑓′ coincides to f 
as much as possible [2]. 

The function 𝑓′  is usually obtained by machine learning over 

a set of training examples of web pages. Each training example 

is tagged with a category label. The function 𝑓′ is induced 

during the training phase and is then used during the 

classification phase to assign web pages to categories” [1]. 

TABLE I.   Decision Matrix 

Web 

Pages 

Categories 

𝑐1 … 𝑐𝑗 … 𝑐𝑘 

𝑑1 𝑎11 … 𝑎1𝑗 … 𝑎1𝐾  

… … … … … .. 

𝑑𝑖 𝑎𝑖1 … 𝑎𝑖𝑗  … 𝑎𝑖𝑘 

… … … … … … 

𝑑𝑁 𝑎𝑁1 … 𝑎𝑁𝑗 … 𝑎𝑁𝐾  
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B. Types of Classification 

Based on the number of classes available, a classification 

problem can be divided into a binary classification in which 

instances should belong to one of two classes, and into a 

multiclass classification where more than one class is defined. 

When only one label is assigned to an instance, the 

classification problem is defined as single-label classification.  

But if more than one class is assigned to an instance, the 

classification is then referred to as multilabel one.  

We can also divide web page classification into flat and 

hierarchical classification where categories are parallel in the 

former and organized in a hierarchical tree structure in the 

latter, in which each category may have several subcategories. 

C. Applications of Web Page Classification 

There are many applications of web page classification, and 

some of them are web content filtering, ontology annotation, 

assisted web contextual advertising and knowledge base 

construction, constructing, maintaining or expanding web 

directories (web hierarchies), helping question answering 

systems to improve the quality of search results, building 

efficient focused crawlers or vertical (domain-specific) search 

engines, improving quality of search results. 

D. Related work 

The subject of text classification is well studied in many 

papers that define all their characteristics and review all relative 

methods. However, in the case of web page classification, 

limited review and survey papers are developed. Among them, 

we can cite the following ones. [1] presents the automatic web 

page classification systems, and the techniques used to build it. 

It starts with a definition of web page classification and a 

description of two types of classifications: subject-based 

classification and genre-based classification.  It then describes 

how to encode or represent web pages for facilitating machine 

learning and classification processes. Next, it introduces 

methods to reduce the dimensionality and discuss the state of 

the art classifiers in terms of web page classification. Finally, it 

evaluates many web page classifiers. [3] review work in Web 

page classification, note the importance of the Web-specific 

features and algorithms, describe state-of-the-art practices. [4] 

compare some algorithms used for web page classification 

employing WEKA clustering/classification algorithms. 

III. SYNTHETIC REVIEW OF LITERATURE 

To have a background in the proposed studies, we created a 

synthesis matrix that helps us record the main points of each 

source and document how sources relate to each other. We 

generated this matrix automatically by writing a scraping script, 

which is the process of downloading data from ScienceDirect 

[5] and Springer [6] websites after introducing web page 

classification as the search keyword and extracting valuable 

information from that data. We develop this script with python 

and beautifulsoup, which allows us to manually extract the 

elements needed for our study from the selected websites. Each 

matrix contains that information about each article: year of 

publication, title, link, type, authors, abstract, keywords, used 

classifiers, highlights for science direct articles and references 

for springer articles. We choose springer and ScienceDirect 

because they contain the largest number of articles related to the 

topic of web page classification. Post-processing is necessary 

to make data cleanest. 

Fig.1 depicts the number of papers dealing with web page 

classification within each year. We notice that the web page 

classification topic has moved from marginalization to 

mainstream in recent years. It is increasingly treated from 2004 

and yields a peak in 2018.  

 SVM and neural network are the most used classifiers, 

according to fig.2. They marked a difference of a hundred 

 

     Fig. 1. Year-wise distribution of papers  
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Fig. 2. Distribution of papers for classifiers. 
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articles with Naïve Bayes and decision tree.   

Fig.3 describes the evolution of the percentage of classifiers 

used over the years, which reinforces the last remark and shows 

that SVM and neural network represent more than 50% of the 

classifiers used. It has also been noted that deep learning is 

increasingly being chosen in the last three years. 

IV. MACHINE LEARNING TECHNIQUES 

A. K-Nearest Neighbors 

KNN stands for k-Nearest Neighbors. This is one of the 

simplest techniques to build a classification model. The basic 

idea is to classify a sample based on its k neighbors. So, samples 

with similar input values should be labeled with the same target. 

label. This means that the classification of a sample is 

dependent on the target labels of the neighboring points.  

When multiple neighbors are considered, a voting scheme is 

used. The majority of the vote is commonly used, so the label 

associated with the majority of the neighbors is used as the label 

of the new sample. 

With kNN, some measure of similarity is needed to 

determine how two samples are close together. This is 

necessary to determine which samples are the nearest 

neighbors. Distance measures such as Euclidean distance are 

commonly used. Other distance measures that can be used 

include Manhattan and hemming distance. 

 In kNN there is no separate training phase, there is no 

separate part where a model is constructed, and its parameter is 

adjusted. This is unlike most other classification algorithms. 

KNN can generate complex decision boundaries allowing for 

complex classification decisions to be made. It can be 

susceptible to noise because classification decisions are made 

using only information about a few neighboring points instead 

of the entire dataset. KNN can be slow since the distance 

between a new sample and all sample points in the data must be 

calculated to determine the k Nearest Neighbors. 

An adaptation of the k-Nearest Neighbor (k-NN) approach is 

proposed in [7], it is called LIC.To improve its performance, 

the k-NN approach is supplemented with a feature selection 

method to reduce noise terms in training samples and a term-

weighting scheme using markup tags, and reform document-

document similarity measure used in vector space model. In the 

experiments on a Korean commercial Web directory, the 

proposed methods in the k-NN approach for Web page 

classification improved the performance of classification. The 

Web Page Classification Based on Link Information [8]  is the 

improvement of the KNN algorithm. First, it should be found 

out which K articles are the most similar to the web pages to be 

classified at the training collection. Then the new pages' 

categories should be determined according to the K articles. 

The main difference between LIC and KNN algorithm is that: 

the latter classifies relying on web content; the former is 

dependent on its parent page reference information. The LIC 

algorithm determines the category attribute of the current page 

through the links which other web pages point to the current 

page.  

Improvement of results provided by kNN and other text 

classifiers is proposed [9]. This approach proceeds in four steps: 

Neighbors Discovery, Classification, Cliques Extraction, and 

Correction. The contribution of this work is a proposition of a 

post-classification corrective approach called Clique Based 

Correction (CBC) that extracts cliques from the implicit graph 

whose vertices are web pages and edges are implicit links to 

make categories rectifications for classification results 

improvement. 

LWCS is a fast and low storage usage classification system 

[10]; it is oriented to large-scale web page classification. 

Anchor graph hashing is integrated with K- Nearest Neighbors 

 
                     Fig. 3. Yearwise distribution of articles for a classifier.  
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(kNN) classifier to reduce the pages' original feature 

dimensions. The original vectors are replaced by the hash value 

of each page, used during the training and classification phase. 

In [11], authors present a similarity computation technique 

that is based on implicit links extracted from the query-log and 

used with K-Nearest Neighbors (KNN) in web page 

classification. The new computed similarity based on clicks 

frequencies helps enrich KNN for web page classification. This 

similarity uses neighborhood information and helps reduce the 

effect of the problem of dimensionality faced when using KNN 

based on the text-only. To classify a web page 𝑝𝑖 , KNN 

calculates similarities between 𝑝𝑖  and each web page in the 

training set. Then, it ranks web pages in the training set based 

on those similarities. In our case, KNN does a two-level 

ranking. First, it ranks web pages using the implicit links-based 

similarity. Then, web pages having this similarity equal to zero 

are ranked again using the cosine similarity. 

B. Support Vector Machine 

Support vector machines (SVMs) are one of the 

discriminative classification methods which are commonly 

recognized to be more accurate. The SVM classification 

method is based on the Structural Risk Minimization principle 

from computational learning theory [12]. The idea of this 

principle is to find a hypothesis to guarantee the lowest true 

error.  

The SVM need both positive and negative training set. These 

positive and negative training sets are needed for the SVM to 

seek the decision surface that best separates the positive from 

the negative data in the n-dimensional space, so-called the 

hyperplane. 

Furthermore, it can handle documents with high-dimensional 

input space and culls out most of the irrelevant features [13]. 

However, the major drawback of the SVM is their relatively 

complex training and categorizing algorithms and also the high 

time and memory consumptions during the training stage and 

classifying stage.  

Additionally, Support vector machines (SVM) offers one of 

the most robust and accurate methods among all well-known 

algorithms [14]. It has a sound theoretical foundation, requires 

only a dozen examples for training, and is insensitive to the 

number of dimensions. Besides, efficient methods for training 

SVM are also being developed at a fast pace. 

The effect of using context features in web classification 

using SVM classifiers is studied in [15].  The use of the title 

components and anchor words as context features improved the 

classification accuracy significantly. Compared with Foil-Pilfs, 

the experiments show that SVM-based web classification 

methods performed very well on the WebKB data set. 

The classification of web pages using only a well-treated 

URL by SVM machine learners exceeds the performance of 

some source document-based features[16]. URL is treated in a 

two-stage process. The Information content reduction uses 

information content as a criterion for splitting, and title token-

based finite-state transducer (FST) tries to simultaneously split 

and expand segments based on previously-seen web page titles. 

The authors of [9] demonstrate that the Clique Based 

Correction approach improves the results of the SVM classifier 

as well as the kNN classifier.  

In [17], the authors proposed an implicit link-based Gaussian 

kernel that uses an implicit links-based distance. This kernel 

helps enrich SVM for web page classification by involving 

users' intuitive judgments in the classification. Results show 

that implicit links-based kernel helps to bring improvements on 

SVM's results. 

Using multi-LDA instead of CHI for feature extraction yield 

a higher precision and improve the results of the SVM classifier 

[18]. Multi- LDA extracts features considering semantic 

characteristics. 

C. Naïve Bayes 

A Naïve Bayes classification model [19] uses a probabilistic 

approach to classification. The class with the highest 

probability then determines the label for the sample. In addition 

to using a probabilistic framework for classification, the Naïve 

Bayes classifier also uses what is known as Bayes' theorem. 

Naïve Bayes assumes that the input features are statistically 

independent of one another. This means that, for a given class, 

the value of one feature does not affect the value of any other 

feature. This independence assumption is an oversimplified one 

that does not always hold. The naïve independence assumption 

and the use of Bayes theorem give this classification model its 

name. 

The classification task is defined as follows: Capital X is the 

set of values for the input features in the sample, given a sample 

with features X, predict the corresponding class C. So, for 

classification, we want to find the value of C that maximizes the 

probability of C given X. Using Bayes' theorem, the probability 

of c given x can be expressed using other probability quantities, 

which can be estimated from the data:  

𝑃(𝐶|𝑋) =
𝑃(𝑋|𝐶) ∗ 𝑃(𝐶)

𝑃(𝑋)
 

 

So, for classification the posterior probability P(C|X) should 

be calculated for each class C, and 𝑃(𝐶) should be estimated by 

the calculation of the fraction of samples for class C in training 

data. Moreover, to estimate 𝑃(𝑋|𝐶), only need to estimate 

𝑃(𝑋𝑖|𝐶) individually. 

The Naïve Bayes classification model is a fast and simple 

algorithm and the probabilities that are needed can be calculated 

with a single scan of the data set and stored in a table. However, 

the major drawback of the Naïve Bayes classification model is 

that the independence assumption does not hold true in many 

cases.  The independence assumption also prevents the naïve 

base classifier to model interactions between features which 

limits its classification power.  

In  [20], text documents are represented by a vector of feature 

which includes up to five consecutive words and then classified 


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by a Naïve Bayesian classifier. This n-gram representation can 

capture the concept of phrases, which are unlikely to be 

characterized using single terms. Therefore, it generates a space 

with much higher dimensionality. 

 

The use of Naïve Bayes in hypertext categorization using 

hyperlinks is shown in [21]. A set of adjacent documents is 

generated by keeping only the neighbors that are homogeneous 

with the target document. For all terms in the target document, 

the term weight is adjusted using the term frequencies in the 

neighbor documents, so that the content of the target document 

is influenced by the contents of the neighbors. A temporary 

class is assigned to all neighbors that have not been categorized, 

after a partial confidence value is assigned to those having a 

temporary label. Finally, the probability value for each class is 

calculated, and the best class is chosen. 

The high dimensionality issue is the major problem in web 

page classification [22]. Naïve Bayesian classifier provides 

good results with dimensionality reduction methods. A hybrid 

approach of dimensionality reduction for web page 

classification is described using a rough set Quick Reduct 

algorithm for dimensionality reduction and information gain as 

a feature selection method.  

In [23], a web page classification technique is proposed to 

mine news articles from a web corpus. It uses the content of the 

web page, web page URL and structure information on a web 

page to identify the news pages from non-news pages. In this 

case, the Naïve Bayes classifier performs better than SMO and 

J48. 

In this paper [11], authors introduce an implicit links-based 

probability computation method used with Naive Bayes (NB) 

for web page classification. The new computed probability 

using frequencies of clicks help enrich NB for web page 

classification. Those frequencies involve users’ intuitive 

judgments and neighboring information in probabilities 

computation.  Authors modify the probability computation 

mechanism of Naive Bayes (NB) to use weights of edges 

relating web pages and involve users' intuitive judgments in the 

process of probabilities computation. Instead of using solely the 

probability of a category c given a web page p, authors employ 

the probability of c given a web page p and its neighbors. 

D. Artificial Neural Network 

An Artificial Neural Network (ANN), often just called a 

"Neural Network" (NN), is a mathematical model or 

computational model based on biological neural networks [24]. 

It consists of an interconnected group of artificial neurons and 

processes information using a connectionist approach to 

computation. In most cases, an ANN is an adaptive system that 

changes its structure based on external or internal information 

that flows through the network during the learning phase. 

The word network in the term 'artificial neural network' 

arises because the function 𝑓(𝑥) is defined as a composition of 

other functions 𝑔𝑖(𝑥), which can further be defined as a 

composition of other functions. This can be conveniently 

represented as a network structure, with arrows depicting the 

dependencies between variables. A widely used type of 

composition is the nonlinear weighted sum.  

𝑓(𝑥) = 𝐾(∑ 𝑤𝑖 𝑔𝑖(𝑥)𝑖 )           

Where K is some predefined function, such as the hyperbolic 

tangent. It will be convenient for the following to refer to a 

collection of functions 𝑔𝑖 as simply a vector 𝑔 =
(𝑔1, 𝑔2, … … , 𝑔𝑛). 

The news web page classification method (WPCM) [25] uses 

a neural network with inputs obtained by both the principal 

components (PCA) and class profile-based features (CPBF). 

Each news web page is represented by the term-weighting 

scheme. The principal component analysis has been used to 

select the most relevant features for the classification. Then the 

final output of the PCA is combined with the feature vectors 

from the class-profile, which contains the most regular words 

in each class. Experiments showed that WPCM increases the 

classification accuracy compared with TF-IDF, Bayesian and 

PCA-NN classification methods. 

Another approach for web page categorization using a hybrid 

neural network is proposed [26]. A web page is represented by 

a vector of features with different weights according to the term 

frequency and the importance of each sentence on the page. As 

the number of features is big, PCA is used to select the relevant 

features. Finally, the output of PCA is sent to SOFM for 

classification. This method makes a significant improvement in 

classifications compared with k-NN and Naïve Bayes. 

In this work [27], they aimed to develop a classifier that can 

categorize web pages based on their ability to attract random 

surfers. Web pages are classified into ”bad” and ”not bad” 

classes, where the ”bad” class implies poor attention drawing 

ability. In the proposed approach, the web page content is 

divided into objects. The area occupied by these objects served 

as the attribute of the classifier. The experiments with various 

classification algorithms supported by the WEKA tool prove 

that two of those, namely the random subspace and the RBF 

networks, gives high accuracy (83.33%) with high precision 

and recall. 

The authors in [28] proposed a method for classifying the E-

commerce web pages using MLP neural network, automatic 

content extraction, and automatic keyword extraction. First of 

all, the SDND method is used to detect the subject of the web 

page and its content. Then the text preparation technique is used 

to transform the text into the extracted content into words. Next, 

MRF's method is applied to select some related keywords to 

generate feature vectors. Finally, The E-commerce web pages 

are classified using the MLP neural network. Compared with 

Naive Bay, RBF, and SVM, this method can achieve the highest 

accuracy of 97.60 percent. 

The aim of [29] is to propose a novel neural network model 

with high accuracy and good generalization ability for detecting 

phishing websites. Different from the traditional neural 

network, this novel neural network classification method 


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contains the design risk minimization principle and Monte 

Carlo algorithm. This novel neural network classification 

method can avoid over-fitting by design risk minimization 

principle. 

E. Deep learning 

The main challenge of Artificial Intelligence is the ability of 

a machine to represent and model the data and information in a 

way our human brain does. Unlike traditional classification 

methods, which require handcrafted features to be extracted and 

pre-processed so that the classification techniques can be 

applied, deep learning techniques learn features while going 

through multiple hidden layers. The deep network learns high-

level abstract features progressively. This is possible due to the 

passing information learned in the previous layers to the future 

layers. 

Unlike a deep network, a normal neural network cannot 

reason with the events that have occurred in the past, as each 

computation layer of this type of network is independent and 

does not affect each other. Thus, they are ‘‘stateless'' and cannot 

learn the information from the past sequences which are their 

major drawback. 

In [30] a spam classification is implemented by a special 

architecture of deep learning technique known as Long Short 

Term Memory (LSTM) a variant of the Recursive Neural 

Network (RNN). Unlike traditional classifiers, LSTM can learn 

abstract features. Before using the LSTM for the classification 

task, the text is converted into semantic word vectors with the 

help of word2vec, WordNet and ConceptNet. The evaluation of 

the results shows that LSTM can outperform traditional 

machine learning methods for the detection of spam with a 

considerable margin.  

The authors of [31] present a deep learning method using 

Stacked denoising autoencoders model to learn and detect 

intrinsic malicious features. They employ a SdA network to 

analyze URLs and extract features automatically. Then a 

logistic regression is implemented to detect malicious and 

benign URLs, which can generate detection models without a 

manually feature engineering. This architecture outperforms 

other deep learning models and feature-engineer models. 

A novel framework for the categorization of web pages based 

on their visual content is proposed in [32]. This is achieved by 

exploring the joint application of a transfer learning strategy 

and metric learning techniques to build a Deep Convolutional 

Neural Network (DCNN) for feature extraction, even when 

training data is scarce. The obtained experimental results 

evidence that the proposed approach outperforms the state-of-

the-art handcrafted image descriptors and achieves a high 

categorization accuracy. Also, the problem of over-time 

learning is addressed, so the proposed framework can learn to 

identify new web page categories as new labeled images are 

provided at test time. As a result, prior knowledge of the 

complete set of possible web categories is not necessary for the 

initial training phase. This paper builds upon the ideas and 

results presented in [33], where the authors explored the 

applicability of  deep learning techniques to the problem of web 

page classification by adopting a transfer learning strategy. 

In this study, fake web sites were identified using deep 

learning. In the classification process, feedforward Neural 

networks and stacked automatic encoders are used. To detect 

fraudulent websites, URLs belonging to websites that are 

punctuated by the internet are collected and analyzed together 

with malicious websites. Compared with SVM and decision 

tree, this method can achieve the highest accuracy of 86 percent. 

F. Decision Tree 

The idea behind decision trees [34] for classification is to 

split the data into pure regions, that is regions with samples 

from only one class. With real data, completely pure subsets 

may not be possible. So, the goal is to divide the data into 

subsets that are as pure as possible. That is each subset contains 

as many samples as possible from a single class. Boundaries 

separating these regions are called decision boundaries. And the 

decision tree model makes classification decisions based on 

these decision boundaries.  

The algorithm for constructing a decision tree model is 

referred to as an induction algorithm. At each split the induction 

algorithm only considers the best way to split that particular 

portion of the data. This is referred to as a greedy approach. In 

the Greedy algorithms, the tree has to be built in piecemeal 

fashion by determining the best way to split the current node at 

each step, and combining these decisions to form the final 

decision tree.  

 It turns out that it works out better mathematically if the 

impurity is measured rather than the purity of a split to compare 

different ways to partition a set of data. So, the impurity 

measure of a node specifies how mixed the resulting subsets 

are. A common impurity measure used for determining the best 

split is the Gini Index. The lower the Gini Index, the higher the 

purity of the split. Besides the Gini Index, other impurity 

measures include entropy, or information gain, and 

misclassification rate. The other factor in determining the best 

way to partition a node is which variable to split on. The 

decision tree will test all variables to determine the best way to 

split a node using a purity measure such as the Gini index to 

compare the various possibilities.   

One of the advantages of decision trees for classification is 

that the resulting tree is often simple to understand and 

interpret. Another one is that the tree induction algorithm is 

relatively computationally inexpensive, so training a decision 

tree for classification can be relatively fast. The greedy 

approach used by the tree induction algorithm determines the 

best way to split the portion of the data at a node but does not 

guarantee the best solution overall for the entire data set. 

Decision boundaries are rectilinear. This can limit the 

expressiveness of the resulting model which means that it may 

not be able to solve complicated classification problems that 

require more complex decision boundaries to be formed. 

Feature selection and discretization are the major 

preprocessing done before induction. The feature selection is 
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made by Cfs subset evaluator, then the final set of features is 

selected using a decision tree-based classifier, C4.5. In this 

paper [35], they implemented an algorithm which discretizes 

the features for web page classification. The results have shown 

a good improvement in classification accuracy with discretized 

features than with continuous features. 

Various classification algorithms based on decision tree are 

evaluated and analyzed to separate non-advertisement and 

advertisement websites[36]. The results showed that J48 

outperform Decision Stump, Hoeffding tree, Logistic model 

tree (LMT), Random Forest algorithm, Random tree, REP Tree 

classifiers.  

A web spam detection system is proposed in [37]. It 

combines the clonal selection algorithm for feature selection 

and under-sampling for data balancing. The system builds 

several C4.5 decision sub-classifiers from the balanced datasets 

based on its specified features. Finally, these sub-classifiers are 

used to construct an ensemble decision tree classifier, which is 

applied to classify the examples in the testing data. 

In [38], authors present a method for detecting hijacked 

journals by using a classification algorithm. For this purpose, 

they use a dataset related to hijacked and authentic journals for 

using a classification algorithm and preparing a decision tree. 

Nine features are used for detecting hijacked journals. Four of 

them were adopted from previous studies [39] [40]. They 

include domain rank in the search engine, age of the domain, 

entering countries in the journal website, and aim and scope of 

the journal. Five features are new. They include the number of 

broken links, the number of the published articles in a year, 

consistency between the country of the server and the country 

of the journal, number of dead links and use of the character ‘‘-

'' in the URL. Algorithms Decision Stumps, J48, Random Tree, 

and REP Tree were applied to the training dataset in WEKA. 

Next, the algorithm with the lowest error rate in creating classes 

was selected as the best algorithm for identifying hijacked 

journals. As a result, Random Tree had the lowest error rate. 

A distance-based decision tree learning algorithm (DBDT) is 

proposed in [41]. It allows decision trees to handle structured 

attributes (lists, graphs, sets, etc.) along with the well-known 

nominal and numerical attributes. These structured attributes 

are employed to represent the content and structure of the 

website. This algorithm differs from traditional ones in the 

sense that the splitting criterion is defined using metric 

conditions (“is nearer than”). 

G. Hybrid classifiers: 

A hybrid classifier combines several machine learning 

techniques to improve system performance. More specifically, 

a hybrid approach typically consists of two functional 

components. The first one takes raw data as input and generates 

intermediate results. The second one will then take the 

intermediate results as the input and produce the final results 

[42]. 

In particular, hybrid classifiers can be based on cascading 

different classifiers. On the other hand, hybrid classifiers can 

use some clustering-based approach to preprocess the input 

samples to eliminate unrepresentative training examples from 

each class. Then, the clustering results are used as training 

examples for classifier design. Therefore, the first level of 

hybrid classifiers can be based on either supervised or 

unsupervised learning techniques. Finally, hybrid classifiers 

can also be based on the integration of two different techniques 

in which the first one aims at optimizing the learning 

performance (i.e. parameter tuning) of the second model for 

prediction [43]. 

New feeds are allocated into fixed sections of news like a 

business, sports [44]. This is done by adopting the hybrid 

technique of URL analysis and content context analysis. The 

proposed model which starts with web crawling of URLs, 

scraping of news contents followed by the analysis carried out 

on account of generating keywords, weight calculation, and 

then, at last, identify the relevant category based on contents 

fetched among various Indian news web portal. 

Authors of [45]  develop an anti-phishing scheme to tackle 

phish web pages and mitigate their consequences. This paper 

proposed a new Phishing Hybrid Feature-Based Classifier 

(PHFBC) which hybridized two machine learning algorithms 

(Naïve Base) and (Decision Tree) with a statistical criterion of 

Phish Ratio. In conjunction, a Recursive Feature Subset 

Selection Algorithm (RFSSA) was also proposed to 

characterize phishing holistically with a robust selected subset 

of features. Outcomes of performance assessment via 

simulations, real-time validation, and comparative analysis 

demonstrated that PHFBC was highly distinctive among its 

competitors in terms of classification accuracy and minimal 

misclassification of novel phishes on the Web. 

In [46], decision tree and ARTMAP approaches are used 

together with the proposed DTA approach to identify the 

languages belonging to the Arabic script web documents 

(Arabic, Persian, Urdu). In the DTA approach, the rule of the 

DT has been used to extract the features from each document. 

Then, the ARTMAP has been used to do a language 

identification process on those input patterns. This combination 

has improved the performance of the Arabic script language 

identification on web documents in a variety of languages. The 

result shows that the proposed approach has outperformed both 

the decision tree and the default ARTMAP approaches. This 

method might not function properly in other web domains such 

as those dealing with biology or chemistry, most of which 

contain specific characters or terminological terms. 

A. Markov, M. Last, and A. Kandel present three hybrid 

methods of web document representation. These methods are 

based on frequent sub-graph extraction that can help to 

overcome the problems of traditional bag-of-words [47] and 

graph [48] techniques. They evaluate the hybrid representation 

methodology using two model-based classifiers (C4.5 decision-

tree algorithm and probabilistic Naïve Bayes) and two 

benchmark web document collections. The hybrid model has 

succeeded in improving the performance of model-based 

   International Journal of Information Science & Technology – iJIST, ISSN :  2550-5114
                                                                                           Vol. 3 - No. 5 - September 2019

http://innove.org/ijist/ 44 



document classifiers in terms of classification time while 

preserving nearly the same level of classification accuracy. 

H. Ensemble classifiers: 

Ensemble classifiers were proposed to improve the 

classification performance of a single classifier [49]. The term 

‘‘ensemble” refers to the combination of multiple weak 

learning algorithms or weak learners. The weak learners are 

trained on different training samples so that the overall 

performance can be effectively improved. 

Among the strategies for combining weak learners, the 

‘‘majority vote” is arguably the most commonly used one in the 

literature [43]. Other combination methods, such as boosting 

and bagging, are based on training data resampling and then 

taking a majority vote of the resulting weak learners. 

Advanced Persistent Threat (APT) is a threat that cannot be 

predicted via conventional cybersecurity measures as it 

employs a series of social engineering techniques that tricks the 

user into providing the credentials to access the system. This 

project [50] covers the prediction of the possibility of an APT 

from mobile devices. A Mobile application is developed to 

obtain and send SMS content to the server for processing. If 

there is a URL contained in the SMS, APTGuard will extract 

the feature of the URL and then classify it accordingly using 

ensemble learner which combines decision tree and neural 

network accurately. 

The aim of [51] is to build a novel ensemble decision tree 

classifier based on under-sampling (US) and clonal selection 

(CS) to improve the performance of web spam detection. First, 

the system will convert the imbalanced training dataset into 

several balanced datasets using the under-sampling method. 

Second, the system will automatically select several optimal 

feature subsets for each sub-classifier using a customized clonal 

selection algorithm. Third, the system will build several C4.5 

decision tree sub-classifiers from these balanced datasets based 

on its specified features. Finally, these sub-classifiers will be 

used to construct an ensemble decision tree classifier, which 

will be applied to classify the examples in the testing data. After 

comparing and analyzing the accuracy, F1-Measure, and ROC 

AUC results, the authors conclude that the USCS ensemble 

classifier outperforms the other traditional classification 

models. 

In this research [52], three best models named Bagged 

CART, eXtreme Boosting Technique, and Parallel Random 

Forest out of 15 different classification models have been 

utilized for the Ensemble approach to classifying spam and non-

spam web pages. Then the Fold Cross-validation approach is 

also used for testing the system, and it also reduces the problem 

of overfitting. The dataset is shuffled ten times, and the results 

are cross-validated.  

Fayrouz Elsalmy, Rasha Ismail, and Walid AbdelMoez 

suggested an approach to improve the predictive power of the 

web page classification models by stacking ensemble method 

[53]. Random forest, stacking with multi-response model trees 

and four different base learners (Naïve Bayes, J4.8, IBK, and 

FURIA) are used. Their results show that stacking with multi-

response model trees outperforms random forest and the other 

existing ensemble methods examined in previous studies. 

V. COMPARISON OF WEB PAGE 

CLASSIFICATION APPROACHES  

After comparing all the studied methods, we notice that: 

 The preprocessing of web pages is a very important 
stage that improves considerably the results of 
machine learning classifiers and decreases the 
noisy elements on the web pages. 

 The exploitation of both types of hyperlinks, 
implicit and explicit one, increases the 
classification accuracy and enriches the content of 
the target web page. 

 Neural networks work better than other methods, 
even when the data contains noise and has a poorly 
understood structure and changing characteristics. 

 Existing algorithms work well with a small number 
of web pages, whereas they become slow and even 
noneffective while dealing with a large scale of web 
pages. 

 Deep learning is increasingly chosen in the last 
three years. The advantage of the deep network is 
its capability of learning high-level abstract 
features progressively. This is possible due to the 
passing information learned in the previous layers 
to the future layers. 

Table II presents a comparative study that mentions some 

characteristics of the existing methods. Based on this 

comparative study, we find that the representation of documents 

in a bag of word format is the most chosen [54]. Additionally, 

according to the reported results [28], MLP Neural Network 

achieved the highest accuracy 97,6 percent compared with 

Naïve Bayes, RBF, and SVM, which are evaluated on the same 

dataset and with the same features representation.

TABLE II. Comparison of Web Page Classification Approaches 

Year Approach Classifier reported results 
Document 

representation 

feature selection 

criteria 
evaluation dataset 

2019 

APTGuard: Advanced Persistent 

Threat (APT) Detections and 

Predictions using Android 
Smartphone 

ensemble 

learning 

that 

combines 

decision 

sensitivity rate of 91.00%, a 

fall-out 

rate of 1.05%, precision of 

98.35%, and accuracy of 

95.71%. 

feature vectors manually 

499 from crazyurl, 412 

from PhishTank, 500 

from Alexa and the 
remaining from SMSs 
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tree and 

neural 

network 

2019 
Optimizing semantic LSTM for 
spam detection 

Long Short 

Term 
Memory 

(LSTM) 

LSTM outperforms the 

other traditional 

classification models when 
applied to :                    

SMS Spam Dataset: 

precision:98,74     
/Recall:99,35/Accuracy: 

99,01/F1: 99,24                                                              

Twitter Dataset: 
precision:95,54     

/Recall:98,37/Accuracy: 

95,09/F1: 96,84    

semantic word 
vectors  

most frequently 
occurring words 

benchmark SMS spam 

dataset, available in UCI 

repository and Tweets 
dataset, extracted from 

public live tweets from 

the 
microblogging site 

Twitter using Twitter 

API 

2019 

Detecting Malicious URLs 

Using a Deep Learning 

Approach Based on Stacked 
Denoising Autoencoder 

SdA-

logistic 

regression 
model 

accuracy of 98.25% and a 

micro-averaged F1 score of 

0.98 much higher than the 
other deep learning model 

and feature-engineer model 

(SdA-SVM, SVM, LSTM, 
Bayes) 

vector of the 

encoded URL  
Autoencoders 

1 million URLs crawled 

from Alexa top 1 million 

domain websites + 1 
million URLs came 

from Common Crawl+ 1 

million phishing URLs 
came from Phishtank+ 

0.5 million malicious 

URLs came from Anti 
Network-Virus Alliance 

of china+ 0.5 million 

malicious URLs came 
from hpHosts 

2019 

Visual content-based web page 

categorization with deep transfer 
learning and metric learning 

Deep 
Convolutio

nal Neural 

Network 

91.85% accuracy for 

individual image 

categorization 
and a 98.97% accuracy for 

web page categorization 

high-level 

feature 
descriptor 

for each of the 

extracted 
images from 

the visual 

content of the 
web page  

The feature 

extraction module, 
based on a DCNN 

An extended dataset 

consists of a total 
of 365 web pages 

distributed.  These web 

pages contained a total 
of 4027 images 

2019 
Phishing Analysis of Websites 

Using Classification Techniques 

stacked 

autoencode
rs  

Accuracy equal to 86% 
with an improvement of 

26% and 5% of SVM and 

decision tree 

matrices 
containing 

ASCII values 

of encoded url 

An autoencoder 

extracts features 

from their input in 
two-phase: encoding 

and decoding 

1000 URLs of web sites 

belonging to non-

malicious web sites 
which are collected from 

authors’ browsing 

history  +1000 malicious 
URLs   from PhisTank 

website 

2018 

Phishing Hybrid Feature-Based 

Classifier by Using Recursive 

Features Subset Selection and 
Machine Learning Algorithms 

Hybrid: 

Naïve Base 
and 

Decision 

Tree with a 
statistical 

criterion of 

Phish Ratio 

achieved (97%), 

(0.7%), (0%), and (98.07%) 

average rates of True 
Positive Rate, False 

Positive Rate,  False 

Negative Rate, and AUC 

respectively. 

Feature Vector 
(58 features 

included ten 

URL features, 
24 Cross-Site 

Scripting 

(XSS) features, 

and 24 HTML 

features) 

Recursive Feature 
Subset Selection 

Algorithm (RFSSA)  

N/A 

2018 

The application of a novel neural 

network in the detection of 
phishing websites 

neural 

network 

High accuracy of 97.71% 

and a low FPR of 1.7%. 
30 features N/A 

From the UCI 
repository. This dataset 

collects mainly from 

PhishTank archive, 
MillerSmiles archive, 

and Google’s searching 

operators. 

2017 

A novel ensemble decision tree 
based on under-sampling 

and clonal selection for web 

spam detection 

C4.5  

the USCS classifier 
outperforms the other 

traditional classification 

models with F1= 0,92 

 N/A 
clonal selection 

algorithm  
WEBSPAM-UK2006 

2017 

Spammer Classification Using 

Ensemble Methods over 

Content-Based Features 

Bagged 
CART,eXt

reme_Grad

ient_Boosti
ng and 

the accuracy is raised 
to 89.17, Cross-validation 

Validation set approach has 

resulted in 90.39% accuracy 
in 10 rounds 

N/A 

random-forest 

machine 

learning approach 

UK-2011 webspam 

dataset 
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Parallel 

Random 

Forest 

2017 

A novel ensemble decision tree 
based on under-sampling and 

clonal selection for web spam 

detection 

novel 

ensemble 
decision 

tree based 

on under-
sampling 

and 

clonal 
selection 

Accuracy equal to 89.68% 
with an improvement of 6% 

and 14,5% and 12% and 

17% and 20% of (C4.5+US) 
and (C4.5+ Adaboost) and 

(C4.5 + bagging) and C4.5  

and NaiveBayes 

feature vectors 

customized clonal 

selection 
algorithm 

WEBSPAM-UK2006 

and WEBSPAM-
UK2007 

2017 
Detecting Hijacked Journals by 
Using Classification Algorithms 

Decision 

tree 
(Random 

Tree ) 

10% error rate Feature Vector N/A 

A dataset composed of 

104 data records from 

journal websites: 59 
were authentic and 45 

were hijacked, 45 were 

hijacked. 

2016 

News web page classification 

using URL content and structure 
attributes 

Naïve 

Bayes 
algorithm 

precision greater than 0,9 
and Naïve Bayes classifier 

perform better than SMO 

and J48 

vectors of 

features 

(structure, 
URL, content 

attributes) 

N/A 
Indian news websites 

corpus 

2016 
Towards effective web page 

classification 
SVM 

Accuracy equal to 84.15%, 

2.23% superior to the 

traditional classification 
strategy based on CHI 

Bag of words Multi- LDA Sogou corpus 

2016 

Implicit Links-Based Techniques 
to Enrich K-Nearest Neighbors 

and Naive Bayes Algorithms for 

Web Page Classification 

KNN and 

NB 

Improvement of 1.2% of 

micro F1 and macro F1 
averages given by KNN 

using implicit links-based 

similarity compared to  

text-based similarity 

web pages’ 

implicit graph 
AOL query-log 

Open Directory Project 

(ODP) 

2016 
Enhancing Web Page 
Classification Models 

Random 

forest, 
stacking 

with 

multi-
response 

model trees 

and four 
different 

base 

learners 
(Naïve 

Bayes, 

J4.8, 
IBK and 

FURIA) 

91.2 % classification 

accuracy with an 
improvement of  4% and 

13,5% and 25,5% and 13%  

of naïveBbayes and c4.5  
and Ib1 and FURIA 

classifier 

N/A N/A 
50 datasets of DMOZ 
(Open Directory Project) 

2015 
Implicit Links Based Kernel to 
Enrich Support Vector Machine 

for Web Page Classification 

SVM  N/A Bag of words  N/A 
Open Directory Project 

(ODP) 

2015 

Hybrid Dimensionality 

Reduction Approach for Web 

Page Classification 

Naïve 
Bayesian 

micro averaging measure is 

greater than 0.9, 10% of 
improvement in accuracy 

with feature selection 

Bag of words 
Information gain 
method 

CSMINING GROUP 
(webkb+ r8+20ng) 

2015 

LWCS: A Large-scale Web Page 

Classification 

System Based on Anchor Graph 
Hashing 

KNN 
10 times 
faster than the original one. 

Nearly the same accuracy 

Hash value 

term frequency-

inverse document 
frequency (tf-idf) 

and anchor graph 

hashing 

 N/A 

2015 

E-commerce web page 

classification based on automatic 

content extraction 

MLP 

neural 

network 

Compared with Naive 

Bayes, RBF, and SVM, this 

method can achieve the 

highest accuracy of 97.60 

percent 

feature vectors 
with generated 

kye words of 

the web page 

SDND method and 

MRFs method  

collected from 3 online 
store web sites including 

Jabong, Global Reebok, 

and Asos. 
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2015 

Evaluation and analysis of 

popular Decision tree algorithms 
for annoying advertisement 

websites classification 

Decision 

tree 
classifier 

J48 decision tree has the 

highest classification 
accuracy among other 

algorithms with 71.4286%. 

ARFF format  N/A “Bing” search engine 

2014 
A Clique Based Web Page 
Classification Corrective 

Approach 

SVM, NB 
or KNN 

 N/A  N/A  N/A 
Open Directory Project 
(ODP) 

2012 

Classification of web pages on 

attractiveness: A supervised 

learning approach 

IB1(Neares
t-neighbors 

classifier) 

AND 
Random 

subspace 

and RBF 
network   

algorithms RBF network 

and Random subspace gives 
the best performance, with 

about 83% accuracy 

divide the web 

page content 

into six objects 

 N/A 

30 web pages from the 

web site that lists the 
poorly designed web 

pages(www.webpagesth

atsucks.com) and 30 
web pages crawled 

randomly from the web 

2012 

A supervised discretization 

algorithm for web page 

classification 

 decision 

tree-based 
(J48 

and ID3) 

J48 and ID3 have shown a 

significant improvement in 
accuracy with 

discrete features 

Discretized 

web page 
Feature 

Vectors 

Cfs and 

discretization 

algorithm 

WebKB 

2011 

Arabic script web page language 

identifications using decision 
tree neural networks 

hybrid 
decision 

tree-

ARTMAP 

Accuracy equal to 99.49% 
with an improvement of 

18% and 27% of decision 

tree and ARTMAP 

Input vector 

(decision tree) 
 letter frequency 

news data set collected 

from the BBC website 

2011 
A Web Page Classification 
Algorithm Based On Link 

Information  

kNN  N/A  N/A Document frequency 

integrated portal Sohu, 

Netease, Yahoo and 

professional website 
javaeye, csdn 

2007 

Fast Categorization of Web 

Documents Represented by 

Graphs 

C4.5 
decision- 

tree 

algorithm 
and 

probabilisti

c Naïve 
Bayes 

best classification accuracy 

with a hybrid method an da  
significant increase in the 

categorization speed  (the 

shortest total time is 
reached with Hybrid 

Smart using the fixed 

threshold approach, where 
the highest accuracy is also 

reached) 

graph  

Hybrid Naïve, 

Hybrid Smart, and 
Hybrid Smart with 

Fixed Threshold 

K-series [55]and the U-
series [56] 

2005 

A Novel Framework for Web 

Page Classification Using Two-
Stage Neural Network 

Neural 

network 

F1 equal to 86,87% with an 

improvement of 2% and 5% 
of KNN and Naïve Bayes 

term-weighting 

vector 
PCA  

Data set of sports news 
obtained from the 

Yahoo.com and 

Google.com 

2004 
Web page categorization without 
the web page 

SVM   N/A URL 
finite state 
transducer (FST) 

WebKB corpus 

2004 

Web page feature selection and 

classification using neural 
networks 

Neural 

network 

F1 equal to 91,65% for the 
WPCMhhwich perform 

better than PCA-NN and 

TF-IDF 

term-weighting 

scheme 

the principal 

components analysis 

(PCA) and class 
profile-based 

features (CPBF) 

 
sports news web 

obtained from Yahoo 

server 

2002 

Using Web structure for 

classifying and describing Web 
pages  

SVM 

more than 98% 

on average for negative 
documents, and as high as 

96% for positive 

documents, with an average 
of about 90% 

Bag of words 

 entropy-based 

dimensionality 
reduction 

Yahoo and WebKB 

2002 
Web classification using support 

vector machine 
SVM 

0.6 values for the F1 

measure 

Text + Title + 

Anchor Words 
N/A WebKB 

2000 
Web page classification based oa  

k-nearest neighbor approach 
KNN 

From 18,2% to 19,2% 
(micro averaging breakevan 

point) 

Bag of words 

Expected mutual 

information (EMI) 

and mutual 
information (MI) 

Hanmir 
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2000 

A Practical Hypertext 
Categorization Method using 

Links an Incrementally 

Available Class Information 

Naïve 

Bayesian 

 18.5% of improvement in 

effectiveness, the increase 
of -Fscore was by 6,7% 

 N/A  N/A 

Reuter-21578 

collection and ETRI-
Kyemong 

1998 
Turning Yahoo into an 
Automatic Web-Page Classifier 

Naïve 
Bayesian  

 N/A N-gram Gram frequency yahoo directory 

 

VI. CONCLUSION 

In the case of web page classification, we map each web 

page to one category or multiple categories. This 

classification plays an important role in data extraction 

systems as well as search engines, contextua webl advertising 

and others.  The phase of features extraction and reduction is 

critical because of its impact on classifier’s accuracy, as well 

as the choice of the classifier. In this wor,k we reviewed the 

existing machine learning algorithms used for web page 

classification, we produced a literature revie,w and we 

compared related methods based on some characteristics. For 

future work, the visual analysis of web pages, the removal of 

the noisy content and the implicit and explicit links with other 

pages should be taken into consideration, to have the 

maximum accuracy possible.  
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